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Document-Level Relation Extraction
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Goal: identify the relationships between the subject and object entities.



Challenges

Sentence-level RE (TACRED, SemEval 2010): mention-level, one 

entity pair, single-label.

Document-level RE (DocRED, CDR, GDA): entity-level, multiple 

entity pairs, can be multi-label.
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Challenges: Multi-entity

For document-level RE, one document contains multiple entity pairs, 

and one entity has multiple mentions. 

Problems:

1. For a specific entity pair, only some of their mentions/context are 

relevant.

2. For one entity in different pairs, the relevant mentions/context 

may be different.
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Challenges: Multi-label

One entity pair may be associated with multiple relations. In 

DocRED, 7% of entity pairs have more than 1 label.

Current approach: reduce the problem to binary classification.

Problems:

1. Binary classification ignores the dependencies among classes.

2. The predicted classes are obtained by applying a heuristic 

threshold to prediction scores. However, the prediction scores 

are not calibrated, thus one global threshold does not suffice.
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Contributions

1. We propose localized context pooling, which transfers pre-

trained attention to identify relevant context that is relevant to 

entity pairs.

2. We propose adaptive-thresholding loss, which enables the 

learning of an adaptive threshold that is dependent on entity 

pairs.

3. Experiments on three public document-level relation extraction 

datasets demonstrate that our ATLOP model achieves state-of-

the-art performance.
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Base Model
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Mention-level embedding:

- Insert a “*” symbol before and after each entity mention.

- Take the embedding of “*” before the mention as mention-level 
embedding.

Entity-level embedding: for entities that have multiple mentions, we use 
logsumexp pooling to aggregate the entity mentions:

ℎ𝑒 = log Σ𝑗 exp ℎ𝑒𝑗

* John Stanistreet *  was an Australian politician … * Stanistreet * died in * Bendigo *

BERT

ℎ𝑒𝑠1
ℎ𝑒𝑠2 ℎ𝑒𝑜

ℎ𝑒𝑠

LogSumExp

Pooling

𝑃 𝑟 𝑒𝑠, 𝑒𝑜 = 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟 𝑒𝑠, 𝑒𝑜



Base Model (cont.)

Classifier: given entity embedding ℎ𝑒𝑠 and ℎ𝑒𝑜, we fist map them to 

task-specific representation 𝑧:

𝑧𝑠 = tanh(𝑊𝑠ℎ𝑒𝑠)

𝑧𝑜 = tanh(𝑊𝑜ℎ𝑒𝑜)

Then we use grouped bilinear layer to get class probability:

𝑧𝑠
1, … , 𝑧𝑠

𝑘 = 𝑧𝑠
𝑧𝑜
1, … , 𝑧𝑜

𝑘 = 𝑧𝑜

𝑃 𝑟 𝑒𝑠, 𝑒𝑜 = 𝜎 ෍

𝑖=1

𝑘

𝑧𝑠
𝑖𝑊𝑟

𝑖𝑧𝑜
𝑖 + 𝑏𝑟
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Localized Context Pooling

The relevant mentions/context may be different for different entity 

pairs.

Intuition: the attention in pre-trained language models (BERT) 

captures relevant context for each token, we can use the attention to 

help determine the relevant context for both entities.

For two tokens 𝑖, 𝑗, a token 𝑘 is important to both tokens if both 𝑎𝑖→𝑘
and 𝑎𝑗→𝑘 are high, thus we can use 𝑎𝑖 ⋅ 𝑎𝑗 to locate important tokens.
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Localized Context Pooling (cont.)

Given an attention matrix 𝐴 from the pre-trained language model, we 

use the attention of “*” at the start of mentions as the mention-level 

attention, and average mention-level attentions of the same entity as 

the entity-level attention 𝐴𝐸. Then we can obtain the localized 

context by:

𝐴 𝑠,𝑜 = 𝐴𝑠
𝐸 ⋅ 𝐴𝑜

𝐸

𝑞 𝑠,𝑜 = σ𝑖=1
𝐻 𝐴𝑖

𝑠,𝑜
(average attention heads)

𝑎 𝑠,𝑜 = 𝑞 𝑠,𝑜 /1𝑇𝑞 𝑠,𝑜 (normalize to 1)

𝑐 𝑠,𝑜 = 𝐻𝑇𝑎 𝑠,𝑜

We add the localized context to the entity pair representation by:

𝑧𝑠
𝑠,𝑜

= tanh(𝑊𝑠ℎ𝑒𝑠 +𝑊𝑐1𝑐
𝑠,𝑜 )

𝑧𝑜
𝑠,𝑜

= tanh(𝑊𝑜ℎ𝑒𝑜 +𝑊𝑐2𝑐
𝑠,𝑜 )
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Adaptive Thresholding

The class probability is not calibrated so the same probability does 

not mean the same for all pairs, thus we propose to use a learnable 

adaptive threshold.
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𝑃𝑇: positive classes.
𝑁𝑇: negative classes.
TH: adaptive threshold.

We should have:
𝑃 𝑟 ∈ 𝑃𝑇 > 𝑃 𝑇𝐻 > 𝑃 𝑟 ∈ 𝑁𝑇

Then in inference, we return classes that have higher probability than TH as 
positive classes.



Adaptive Thresholding (cont.)
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𝐿1: positive classes have higher logits than TH.
𝐿2: TH has higher logits than negative classes.



Experiments: Main Results

We test our model on three document-level RE datasets DocRED, 

CDR and GDA.
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DocRED

CDR and GDA

Our model achieves SOTA 
performance on all datasets.



Experiments: Ablation Study
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1. Both adaptive thresholding and localized context pooling are effective.
2. Adaptive thresholding performs better than both global thresholding 

and per-class thresholding.
3. Local context pooling is more effective for documents containing many 

entities.



Conclusion

• We propose two novel techniques, adaptive thresholding and 

localized context pooling.

• Our model achieves SOTA performance on three document-

level RE datasets.

• Code released at https://github.com/wzhouad/ATLOP
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https://github.com/wzhouad/ATLOP

